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1.3.2: Percentage of students undertaking project work (Data for the latest 
completed academic year) 
 
 

Programme name Project work Semester 

Number of 

students 

participated 

Page no. 

M.A. in Bengali 
Project 
Work 2nd 21 2 

B.Sc. Honours & Programme 
(General) in Computer Science 

Project 
Work 6th 26 26 

B.Sc/B.A. Honours in Economics 
Project 
Work 

6th 
05 87 

B.A. Honours in Education Project 

Work 6th 28 121 

B.A/ B. Sc. (General) & B.A/ B. Sc. 
(Honours) in Environmental 
Studies 

Project 
Work 

1st& 2nd 1698 188 
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ANANDA CHANDRA COLLEGE 

DEPARTMENT OF BENGALI 
Field Work of M.A. 2nd Semester students - 2022-23 

 
The department of Bengali of Ananda Chandra college organized a One-day survey Programme on 13th 

April 2023 with financial assistance by the college. As per syllabus of MA, the survey team comprising 21 

M.A. 2nd Semester students (academic year 2022-23) along with 5 teachers of the Bengali department. 

The title of the survey work was ‘KNOW YOUR LOCALITY AND FOLKLORE’. Five villages of Patkata Gram 

Panchayet of the Sadar Block of Jalpaiguri district were visited and surveyed under the programme. 

While surveying, the students acquired knowledge about village areas and villager’s culture and folk, their 

taboos, their believes etc. After completion of the work students are able to compare their knowledge 

acquired from books and from survey work. 

The following students were participated the programme and perform their duties the said survey. 
 

Date and Place Survey Work Title Number of Students 
enrolled for Survey work 

List of the students 

On 13/4/2023 
At Patkata, 
Jalpaiguri 

Know Your Locality and 
Folklore 

21 RINKU HALDER 

   SUSMITA SARKAR 
   SHARMISTHA BARMAN 
   POURABI ROY 
   MADHABI SUTRADHAR 
   SUJOY TANTRA 
   BIPLAB SHARMA 
   KHUSHI SINGHA 
   PARTHA ROY 
   RUPAK RAY 
   ASHAPURNA SARKAR 
   KOUSHIK RAY 
   ASHIS DAS 
   MALLIKA BARMAN 
   MOU SARKAR 
   RIYA SARKAR 
   ANTARA DAS 
   MAMPITA ROY 
   ANANYA ROY 
   DEBOJIT BASAK 
   BISHAKHA ROY 
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Department of Computer Science 
Ananda Chandra College : : Jalpaiguri 

 
 

 

Dated: 28/09/2022 

NOTICE INVITING PROJECT PROPOSALS 

FOR B.SC. 6TH SEMESTER (HONS./PROG. COURSE) 

 

 
It is hereby notified for the information of the students of B.Sc. 5TH SEMESTER 

(HONS./PROG. COURSE) that they are being asked to submit their project proposals to 

be conducted during their 6th semester. The detailed process of applying for a project 

is given below. 

1. Everyone is requested to form a group of three undergraduate students of the same 

stream (Hons/Prog) or a maximum four (in extreme cases) as per their own preference. 

2. Students after forming their groups, will approach a teacher of the department for 

their consent as their project supervisor. 

3. The project supervisor will provide a suitable project topic as per his/her preference 

to the students. 

4. The student groups, after obtaining due consent and project topic from their 

respective supervisors will fill FORM A (provide with this notice) and email it to 

acccsdept@dept@gmail with the subject “PROJECT PROPOSAL” within 15/11/2022 

without fail. 

 

 
P.S: Every teacher may take a maximum of two groups and a minimum of one group 

for supervision. 

 

 
SD/- 

Dr. Indrajit Ghosh, 

Dept. of Computer Science, 

A.C. College :: Jalpaiguri. 
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Department of Computer Science 
Ananda Chandra College : : Jalpaiguri 

 
 

 

FORM-A 
(Project proposal form) 

 

1. Project Group Member Details 
 Name of Members 1. 
  2. 
  3. 
  4. 
   

2. Name of Supervisor : 

3. Project Title : 

   

Four members are allowed only in extreme cases. 

 
 
Submit this form to acccsdept@dept@gmail with the subject “PROJECT 

PROPOSAL” within 15/11/2022 without fail. 
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AIMS and OBJECTIVES 

The project work in Computer Science (Honours/Program) course has two main thrusts: developing 

your technical abilities and showcasing your potential as a well-rounded computer scientist. Here's a 

breakdown of the aims and objectives: 

Aims: 

• Deepen technical expertise: The project allows you to delve into a specific area of computer 

science that interests the students. The students will gain in-depth knowledge and practical 

experience in that domain. 

• Demonstrate independent research: The students will be expected to independently research 

their chosen topic, identify a problem or opportunity, and propose a solution through their 

project. 

Objectives: 

• Apply theoretical knowledge: The project provides a platform to apply the theoretical computer 

science concepts the students have learned throughout their degree to a real-world scenario. 

• Develop practical skills: The students will gain practical skills relevant to their chosen project 

area. This might involve programming, software development, data analysis, or algorithm 

design, depending on their project. 

• Enhance problem-solving abilities: The project challenges the students to define a problem, 

design a solution, and troubleshoot any issues that arise. This strengthens their problem-solving 

skills and critical thinking. 

• Improve communication skills: The students will be expected to present their project findings 

and defend your approach. This hones their communication skills, both written and verbal. 

• Showcase project management skills: The project requires the students to manage their time 

effectively, meet deadlines, and present their work professionally. This demonstrates their 

project management capabilities. 
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Abstract 

 

 

 

Medical Image processing has become an accelerating subject of interest these 

days. Technology is growing day by day to capture the accurate internal body 

images of human beings to diagnose the abnormalities efficiently. To aggravate 

the efficiency Support Vector Machine (SVM) can be used as a very good tool. 

This project is an approach to classify the processed CT scan images of human 

brain for the presence or absence of a tumor and if tumor is present then tumor 

affected area or the tumor is recognized. The Support Vector Machine (SVM) 

technology used here helps to locate the tumor and tumor affected area in case 

of its presence. The technology is based on the concept of segmenting the CT 

scan image of the human brain and then finding out the gradient of pixels in 

different segments. On the basis of the pixel densities at different segments the 

SVM classify the pattern of images having a tumor and without having a tumor. 

Further this pattern is referred for tumor detection. Brain tumor segmentation is 

mainly performed using iterative k-mean, Super-pixel, Hog-features, and SVM. 

At first skull stripped CT scan image is taken as input. Then iterative K-mean is 

used for clustering skull stripped image. After that Super-pixel is performed. 

Using Hog-features data is generated. Then generated data is used for training. 

Skull stripping of brain CT scan images is performed using intensity slicing. 

 

The novelties in this project are skull stripping of brain CT scan images is 

performed using intensity slicing which is a very basic operation in digital imade 

processing, brain tumor detection is based on intensity density which removes 

the use of any hard threshold value and brain tumor segmentation is mainly 

performed using iterative k-means, superpixels, and HOG features these enables 

us to use less amount of images for training machine and get a high accuracy. 

 

The system generates skull stripped CT scan images and then perform tumor 

detection and segmentation. The trained model almost has 98.5075% accuracy 

for brain tumor detection and 96.72% accuracy for brain tumor segmentation. 

The train dataset for tumor detection contains 326 images. These 326 images 

comprise of 211 non-tumor and 115 tumor images. The train dataset for tumor 

detection contains 31 tumor images and 31 ground truth (manually cut brain 

tumor area) images. Both the models are trained by SVM model. 
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1. INTRODUCTION 

1.1 Background: Brain tumor detection has been a significant field of 

research in medical imaging for several decades. In the past, brain tumors were 

primarily detected through invasive procedures such as biopsies and surgeries. 

However, with the advancements in medical imaging technologies, non-invasive 

methods for brain tumor detection have become possible. Several medical 

imaging modalities are used to detect brain tumors, including computed 

tomography (CT), magnetic resonance imaging (MRI), and positron emission 

tomography (PET). These modalities produce images of the brain that can help 

physicians identify the presence, location, size, and type of tumor. 

 

In recent years, machine learning and artificial intelligence (AI) have been 

increasingly used in the detection and diagnosis of brain tumors[1]. Machine 

learning algorithms can be trained on large datasets of medical images to 

recognize patterns that are characteristic of tumors. These algorithms can then 

be used to analyze new images and provide accurate predictions of the presence 

and type of tumor. The development of Machine learning algorithms for brain 

tumor detection has the potential to improve the accuracy and speed of 

diagnosis, leading to earlier detection and better treatment outcomes for patients. 

 

1.2 Problem Definition: Brain tumor detection can be a complex and 

challenging problem as it requires accurate and timely diagnosis in order to 

provide appropriate treatment options. Brain tumor detection requires a 

multidisciplinary approach involving expertise from neurologists, 

neurosurgeons, radiologists, and oncologists, as well as the use of advanced 

imaging techniques and technology. Second-tier cities often experience 

significant population growth due to urbanization and migration from rural 

areas. This can put strain on healthcare services, including the availability of 

doctors. Due to heavy workload of radiologists, there might be a mistake in 

diagnosis. Utilizing Machine Learning assisted tumor detection and digital 

healthcare solutions can help bridge the gap between doctors in major cities and 

patients in second-tier cities. 

 

1.3 Objectives: This ML automated system can assist the experts as well as 

generate report of the diagnosis of brain tumor detection. It also improves the 

accuracy and speed of diagnosis. Beside the detection it also provides the 

facilities of skull scripting and segmentation of tumor. This system can improve 

patient outcomes, reduce healthcare costs, and save lives. 
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1.4 Purpose, Scope, and Applicability: 

1.4.1 Purpose: The purpose of brain tumor detection using ML is to 

improve the accuracy and speed of diagnosis, as well as to assist 

healthcare professionals in making more informed decisions about 

treatment options for patients. ML algorithms can analyse large amounts 

of medical imaging data and detect subtle abnormalities that may not be 

easily visible to the naked eye, helping to identify brain tumors at an 

early stage when they are more treatable. Additionally, it can assist in 

reducing the number of unnecessary biopsies or surgeries by accurately 

distinguishing between benign and malignant tumors. Overall, ML- 

powered brain tumor detection can potentially improve patient 

outcomes, reduce healthcare costs, and save lives. 

 

1.4.2 Scope: ML-powered brain tumor detection systems have shown 

promising results and are being actively researched and developed in the 

field of medical imaging. These systems have the potential to assist 

healthcare professionals in the early and accurate detection of brain 

tumors, leading to timely interventions and improved patient outcomes. 

It can analyse medical images such as MRI or CT scans with great 

precision, potentially detecting subtle signs of brain tumors that may be 

missed by human observers. This current system can detect and segment 

brain tumor from CT scan images. It can aid radiologists in their 

interpretation and provide a second opinion, thereby improving the 

overall accuracy of diagnoses. But it has a few limitations, is does not 

work properly where the skull volume is greater than brain volume. 

 

1.4.3 Applicability: This brain tumor detection and segmentation 

systems can be used in various healthcare settings where medical 

imaging is performed. It can assist radiologists in their interpretation of 

medical CT scan images. By highlighting potential abnormalities and 

providing additional insights, these systems can aid in the accurate 

detection and diagnosis of brain tumors. It can be implemented in 

hospitals and clinics to support healthcare professionals in their decision- 

making processes. They can help streamline workflows, improve 

efficiency, and enhance diagnostic accuracy, ultimately leading to better 

patient care. It can be employed in clinical trials and research studies to 

assist in the assessment of treatment outcomes and monitoring of tumor 

progression. These systems can provide objective measurements and 

contribute to the evaluation of therapeutic interventions. 
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1.5 Organization of Report 

 
 

➢ Survey of Technologies: In this chapter, the available technologies 

related to this project that is various types of machine learning techniques 

has been discussed. Some of the existing works that is related to this 

project is also mentioned in this chapter. 

 

➢ System Design: This chapter contains basic design of the system, 

discussion about the algorithms and data structures used in this project. 

 

➢ Implementation: This chapter defines the plan of implementation of the 

project, the source code, the modifications, and improvements done to 

improve the accuracy of the system. 

 

➢ Results and Discussion: In this chapter, the test results of the system 

have been discussed. This chapter also contains about how a user can use 

the system. 

 

➢ Conclusions: This chapter contains the limitations of the system and 

discussions about the system can be further improved in future. 
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2. SURVEY OF TECHNOLOGIES 

 

 

RELATED STUDY 

 
 

There is a significant amount of work [2] for MRI Skullstripping. In comparison, 

skull stripping in CT images is very limited. In this context, John Muschelli et 

al. [3] proposed a method in which a hard threshold has been applied first (0 – 

100 HU) followed by the BET algorithm. The final mask has been obtained from 

the hole-filling operation. A UNet CNN architecture for CT brain extraction has 

been proposed by Zeynettin Akkus et al. [4]. This method produced 

quantitatively impressive results with Dice Coefficient-0.998, recall-(0.999), 

precision-0.998, and accuracy-1. Furthermore, Andrew Hoopes et al. [5] 

proposed a skull-stripping method for all kinds of image modalities. This 

method yields a “dice coefficient” of about 0.943 for CT scan images. 

 

Approaches for Brain tumor detection from MRI images have achieved 

significant progress [6]. However, a few works have recently been completed 

using CT modalities. In some of his work, Abdulbaqi et al. [7] describe how 

hidden Markov random fields and threshold techniques have been used to detect 

brain tumours. An LVQ neural network architecture has been used by Fahmi in 

his work [8] for the same purpose. For feature extraction zoning, an algorithm 

with Learning Vector Quantization has been used. The proposed method is a fast 

one, giving an accuracy 85%. Marcin Woz´niak et al., in their work [9] propose 

an architecture that combines convolutional neural network (CNN) with classic 

architecture in this regard. The proposed method has achieved 95% accuracy. 
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3. SYSTEM DESIGN 

 
 

Machine learning is an application of artificial intelligence (AI) that provides systems the 

ability to automatically learn and improve from experience without being explicitly 

programmed. Machine learning focuses on the development of computer programs that can 

access data and use it to learn for themselves. The process of learning begins with 

observations or data, such as examples, direct experience, or instruction, in order to look for 

patterns in data and make better decisions in the future based on the examples that we 

provide. The primary aim is to allow the computers learn automatically without human 

intervention or assistance and adjust actions accordingly. 

 

 

 

About the Classifier: Support Vector Machine or SVM is one of the most popular 

Supervised Learning algorithms, which is used for Classification as well as Regression 

problems. However, primarily, it is used for Classification problems in Machine Learning. 

The goal of the SVM algorithm is to create the best line or decision boundary that can 

segregate n-dimensional space into classes so that we can easily put the new data point in 

the correct category in the future. This best decision boundary is called a hyperplane. 

 

SVM chooses the extreme points/vectors that help in creating the hyperplane. These extreme 

cases are called as support vectors, and hence algorithm is termed as Support Vector 

Machine. Consider the below diagram in which there are two different categories that are 

classified using a decision boundary or hyperplane: 
 

 

 

Figure:1. SVM Classifier 
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3.1 Procedural Design: 

Figure: 2. SVM Classifier 

 

 

 
 

 

Figure: 3. Level-0-DFD 
 

 
 

 
 

Figure: 4: Level-1-DFD 
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Figure. 5: Lvl-2-DFD (skull stripping) 
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Figure. 6: Lvl-2-DFD (Tumor Detection) 
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Figure. 7: Lvl-2-DFD (Tumor Detection) 
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Figure. 9: Flowchart (Tumor Segmentation) 
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4. IMPLEMENTATION 

 

4.1 Implementation Approaches: 

• Data collection: For skull stripping and tumor detection 125 tumor images and 210 

non-tumor images were selected as dataset [10]. For tumor segmentation 31 images 

having tumor were selected from the dataset and each image was manually cut 

keeping the tumor and its affected area. 

 
• Data preparation: In tumor detection feature vector(F_V) is generated which is 

used in training SVM model to generate pattern classification (Md_1). In tumor 

segmentation feature vector(F_V_S) is generated which is used in training SVM 

model to generate pattern classification (Md_S). 

 
 

➢ Workflow: 

At first CT scan images taken, then skull stripping operation is performed. 

Brain tumor detection training: 

Step 1: Select image folder having non tumor images 

Step 2: Select image folder having tumor images 

Step 3: Train using SVM 
 

Brain tumor segmentation training: 

Step 1: Select image folder having skull stripped tumor images 

Step 2: Select image folder having images of tumor and its affected area (images that 

were manually cut) 
Step 3: Train using SVM 

 

Brain tumor detection and segmentation: 

Step 1: CT scan images is taken as input 

Step 2: Skull is stripped from given input images 

Step 3: Presence of tumor is checked 
Step 4: If tumor is present then tumor area is segmented. 
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4.2 Coding Details and Algorithms: 

 
➢ Algorithm for Brain skull removal (Algorithm 1). 

Step 1: START 

Step 2: Take CT scan image as input 

Step 3: Convert it into grayscale 

Step 4: Compute histogram of the grayscale image 

Step 5: Apply otsu on the histogram (1:256) 

t=otsu(hist,t); 

Step 6: Apply otsu in histogram(1:t) 

dt=otshu(hist,t); 

Step 7: Store the foreground in Img_BiOtsu 

Img_BiOtsu=Img_inG>t; 

Step 8: Store the skull in Img_BidOtsu 

Img_BidOtsu=Img_inG>dt; 

Step 9: Calculate the largest connected component of skull and store it in CC and 

Img_Big will have index of maximum intensity set to 1. 

Step 10: Generate a head mask 

Mask=imfill(Img_Big,'holes'); 

Step 11: Perform intensity level slicing to get the upper limit and lower limit of brain 

skull. 
Step 12: Create a hypothetical skull area 

Step 13: Find the threshold to seperate skull and bringt brain pixels 
Step 14: Get the thresold from minimum equlidean distance 

Step 15: Perform morphological errosion to get rid on weak and narrow connections 

Step 16: Iterative morphology is performed to separate brain from non-brain pixel 

Step 17: Largest connected component of brain bulb is separated 

Step 18: Trim the large bulb to remove junction bright pixels 

Step 19: STOP. 
 

➢ Code: 

 

function [Img_brain,Skull] = ctss(Img_inG) 

hist=imhist(Img_inG); 

t=otshu(hist,256); 

dt=otshu(hist,t); 

Img_BiOtsu=Img_inG>t; 

Img_BidOtsu=Img_inG>dt; 

 

% largest connected component analysis % 

CC = bwconncomp(Img_BidOtsu); 

Img_Big = zeros(size(Img_BidOtsu)); 

numOfPixels = cellfun(@numel,CC.PixelIdxList); 

[unused,indexOfMax] = max(numOfPixels); 

Img_Big(CC.PixelIdxList{indexOfMax}) = 1; 

% Getting the head mask % 
Mask=imfill(Img_Big,'holes'); 

 

% ----------------- nobp: Number of Background Pixel || Img_inGBrev: background 

masked image % 

nobp=sum(sum(hist))-sum(sum(Mask)); 

Img_inGBrev=Img_inG.*uint8(Mask); 
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%Head_hist=imhist(Img_inGBrev); 

%Img_inGBrev=imadjust(Img_inGBrev); 

 

%-----------------Intensity Slicing : lower and upper limit computation--------------------- 

% 

Img_inGBrev = imgaussfilt(Img_inGBrev,2); 

Img_inGBrev=Img_inGBrev.*uint8(Mask); 

Head_hist=imhist(Img_inGBrev); 

%figure,imshow(Img_inGBrev),title('blur'); 

mn=round(mean(mean(Img_inGBrev))); 

Ht_l=otshu(Head_hist(1:mn),mn); 

Ht_u=otshu(Head_hist(mn+1:256),256-mn); 

Ht_u=Ht_u+mn; 

 
 

% ------------------------ hypothetical Skull area determination % 

SkullM=Img_inGBrev>Ht_u; 

Skull=uint8(SkullM).*Img_inGBrev; 
%figure,imshow(Skull); 

 

% --------- finding the threshold to seperate skull and bringt brain pixels 

%--highest skull intensity contributing peak--% 

[smax,smaxi]=max(Head_hist(Ht_u:256)); 

smaxi=smaxi+Ht_u-1; 

%--considering only hypothetical skull pixels--% 

Hh=zeros(256,1); 

Hh(Ht_u+1:256)=Head_hist(Ht_u+1:256); 

%-- normalizing the histogram limit--% 
Hh=(Hh./max(Hh)).*256; 

 

%--- getting the thresold from minimum equlidean distance--% 

for i=smaxi:-1:1 

dist(i,1)=sqrt(Hh(i,1)^2+(256-i)^2); 

end 

[un,mi]=min(dist); 

skull_t=Skull>mi; 
 

% Intensity slicing % 

Img_b=(Img_inGBrev > Ht_l & Img_inGBrev < mi); 

%figure,imshow(Img_b); 

 

%---------morphological errosion to get rid on weak and narrow connections 
se=strel('disk',2); 

Img_d=Img_b; 

Img_b=imopen(Img_b,se); 

% -------- largest connected componet analysis 

CC = bwconncomp(Img_b); 

Img_larg = zeros(size(Img_b)); 

numOfPixels = cellfun(@numel,CC.PixelIdxList); 

[unused,indexOfMax] = max(numOfPixels); 

Img_larg(CC.PixelIdxList{indexOfMax}) = 1; 

Img_Big=Img_larg; 
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%--iterative morphology to separate brain from non brain pixel 
Img_t=edge(imfill(Img_larg,'holes')).* edge(imfill(Img_d,'holes')); 

i=3; 

 

while(sum(sum(Img_t))>0) 

se=strel('disk',i); 

Img_Big=imopen(Img_Big,se); 

i=i+1; 
Img_t=edge(imfill(Img_Big,'holes')).* edge(bwconvhull(Img_d)); 

%imshow(Img_Big); 

end 
Img_BM=imfill(Img_Big,'holes'); 

 

% ---- Largest connected component will give the brain bulb 

CC = bwconncomp(Img_BM); 

Img_BL = zeros(size(Img_BM)); 

numOfPixels = cellfun(@numel,CC.PixelIdxList); 

[unused,indexOfMax] = max(numOfPixels); 

Img_BL(CC.PixelIdxList{indexOfMax}) = 1; 

 

% trimming the large bulb to remove junction bright pixels 

se=strel('disk',3); 
Img_BL=imerode(Img_BL,se); 

%figure,imshow(Img_BL),title('BrainBinary'); 

Img_brain=Img_inG.*uint8(Img_BL); 

%figure,imshow(Img_brain),title('Brain'); 

Skull= Mask-Img_BL; 

end 

 
 

➢ Algorithm for collecting data from skull removed images (Algorithm 2). 

 

Step 1: START 

Step 2: Read the image generated after skull scripting from algorithm (Algorithm 1). 

Step 3: Resize it into a matrix of size 60 x 60. 
Step 4: Segment the 60 x 60 matrix into 36 blocks of size 10 x 10 each. 

Step 5: For each 36 blocks of size 10 x 10 each, transform all intensities to range 0 to 1. 

Step 6: For k = 1 to 36 repeat 

Let D represent transformed intensity for each block 

D=uint8(B(:,:,k)) 

Sum = 0 

Step 7: For i = 1 to 10 repeat 

Step 8: For j = 1 to 10 repeat 

Sum = Sum+D(i, j) 

 

End Step 8 

End Step 7 

End Step 6 

Step 9: Set all the data of summation of each block in a matrix E. 

Step 10: Set all the values of E in DATA of size 1 x 36 

Step 11: Set feature vector 0 for non tumor data set, and save it as T_V. 
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T_V=zeros(size(DATA,1),1); 
save("F_V","DATA","T_V"); 

Step 12: Load F_V.mat 

Repeat from step 1 – 10 

Set target vector 1 for tumor data set, and save it as T_V_t 

T_V_t=ones(size(DATA_t,1),1); 

DATA=[DATA;DATA_t]; 

T_V=[T_V;T_V_t]; 

save("INPUT","DATA","T_V"); 

Step 13: Write T_V and T_V_t as components of INPUT.mat 

Step 14: STOP. 

 
 

➢ Code: 

 

folder = uigetdir(); %load directory 

Files = dir(fullfile(folder, '*.jpg')); % jpg type of file in the 'folder' 

 

%Files = dir(fullfile(folder, {'*.*';'*.jpg';'*.png';'*.dcm';'*.jpeg'})); % jpg type of file in 

the 'folder' 

 

numfiles = length(Files); 

%folder_out = uigetdir(); %load directory 

DATA(numfiles,36) = 0; 

% Progress Bar .................................................. 

h = waitbar(0, 'Processing Data .. ', 'Name', 'Please Wait'); 

 

for kn = 1:numfiles 

 

path=[folder '\' Files(kn).name]; 

Img_in=imread(path); 

 

%%%%%%%%%%%   
 

[unused,dim]=size(size(Img_in)); 

if dim>2 

Img_inG=rgb2gray(Img_in); 
else 

Img_inG=Img_in; 
end 

 

[Img_brain, Skull]=ctss(Img_inG); 

 

%%%%%%%%%%%   
 

%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 

%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 

%%%% 

I_G=Img_brain; 

%Resize 

I_r=imresize(I_G,[60,60]); 

55



 

P a g e | 17 

 

 

 

 

Block(10,10,6*6)=0; 

%sub(10,10,6*6)=0; 

B(10,10,6*6)=0; 

E(:,:,36)=0; 

z=1; 

 
 

for i=1:1:6 

for j=1:1:6 

Block(:,:,z)=I_r(((i-1)*10+1):10*i,((j-1)*10+1):10*j); 

z=z+1; 

end 
end 

 
 

%%%%%%%%%%%%%%%%%%%%%%%%%%%% 

%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 

for k=1:1:36 

W=uint8(Block(:,:,k)); 

X=uint8(B(:,:,k)); 

 

for l=1:1:10 

for m=1:1:10 

X(l,m) = W(l,m)/255; 

end 

end 

for s=1:1:6 

for p=1:1:6 
B(:,:,k)=X; 

end 
end 

end 

%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 

%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 

%% 

for k1=1:1:36 
D=uint8(B(:,:,k1)); 

Sum = 0; 

for i1=1:1:10 

for j1=1:1:10 

Sum = Sum + D(i1,j1)*1; 

end 

end 

E(k1)=Sum; 
end 

 

• Normal: 

 
% kn = number of files 

for ij = 1:1:36 

DATA(kn,ij)=E(:,:,ij); 

end 
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% Progress Bar............................................................. 

pause(0.1); 

waitbar(kn/numfiles, h, sprintf('Processing Data ... %d%%', 

round(100*kn/numfiles))); 

end 

 

T_V=zeros(size(DATA,1),1); 

save("F_V","DATA","T_V"); 

 
 

• Tumor: 

 
for ij = 1:1:36 

DATA_t(kn,ij)=E(:,:,ij); 

end 

 

% Progress Bar............................................................. 

pause(0.1); 

waitbar(kn/numfiles, h, sprintf('Processing Data ... %d%%', 

round(100*kn/numfiles))); 

end 

 

T_V_t=ones(size(DATA_t,1),1); 

DATA=[DATA;DATA_t]; 

T_V=[T_V;T_V_t]; 

save("INPUT","DATA","T_V"); 

 

 

➢ Algorithm of training for brain tumour detection (Algorithm 3). 

 

Step 1: START 

Step 2: Load INPUT.mat from Algorithm 2. 

Step 3: Randomly select 80% of data and train them using SVM model. 

Step 4: With remaining 20% of data SVM model is tasted. 

Step 5: Training and testing using SVM model gives us a confusion matrix C 

Step 6: Accuracy is then calculated from this confusion matrix. 

Step 7: Save the data after training SVM model 

save("MD","Md1"); 

Step 8: STOP. 
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Code: 

load('INPUT.mat'); 

X=DATA; 
y=T_V; 

 

rand_num = randperm(size(X,1)); 

X_train = X(rand_num(1:round(0.8*length(rand_num))),:); 
y_train = y(rand_num(1:round(0.8*length(rand_num))),:); 

 

X_test = X(rand_num(round(0.8*length(rand_num))+1:end),:); 

y_test = y(rand_num(round(0.8*length(rand_num))+1:end),:); 

 

c = cvpartition(y_train,'k',5); 

h = waitbar(1,'Please wait... SVM model is training'); 

Md1 = 

fitcsvm(X_train,y_train,'KernelFunction','rbf','OptimizeHyperparameters','auto',... 
'HyperparameterOptimizationOptions',struct('AcquisitionFunctionName',... 

'expected-improvement-plus','ShowPlots',false)); % Bayes' Optimization ??. 

 
 

%%% Final test with test set 
X_test_w_best_feature = X_test; 

test_accuracy_for_iter = sum((predict(Md1,X_test_w_best_feature) == 
y_test))/length(y_test)*100 

 

c=confusionmat(y_test,predict(Md1,X_test_w_best_feature)); 

 

% Close the waitbar 

close(h); 

msgbox('Training complete.', 'Done', 'modal'); % Create a message box with an 

"OK" button 

 

save("ACC_D","test_accuracy_for_iter"); 

save("MD","Md1"); 
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➢ Algorithm for Brain tumor detection(Algorithm 4). 

Step 1: START 

Step 2: Load MD.mat from Algorithm 3. 

Step 3: Take an image as input. 

Step 4: Remove the skull from the image using algorithm (Algorithm 1). 

Step 5: Collect different data from the skull stripped image by following the steps 3 

to steps 10 of Algorithm 2. 

Step 6: Use predict function to predict if there is tumor 

t=predict(MD1,arr) 

Step 7: If t ==1 tumor is detected. 

Step 8: If t==0 tomor is not present 

Step 9: STOP. 

 
➢ Code: 

global I; 

[filename,filepath] = uigetfile({'*.*';'*.jpg';'*.png';'*.dcm';'*.jpeg'}, 'Search image 

to be displayed'); 

 

fullname = [filepath,filename]; 

I = imread(fullname); 

axes(handles.axes1); 

imshow(I); 

%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 

%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 

%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 

 
% --- Executes on button press in SKULL_REMOVE. 

function SKULL_REMOVE_Callback(hObject, eventdata, handles) 

global I Img_brain 

 

%%%%   

[unused,dim]=size(size(I)); 

if dim>2 

Img_inG=rgb2gray(I); 

else 

Img_inG=I; 

end 

 

[Img_brain, Skull]=ctss(Img_inG); 

%%%%%%%%%%   
 

axes(handles.axes2); 

imshow(Img_brain); 

59



 

P a g e | 21 

 

 

 

 

%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 

%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 

%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 

 

% --- Executes on button press in TUMOR_DETECTION. 

function TUMOR_DETECTION_Callback(hObject, eventdata, handles) 

 

load("MD.mat"); 

global Img_brain 

I_G=Img_brain; 

 

%Resize 

I_r=imresize(I_G,[60,60]); 

 

A(10,10,6*6)=0; 

B(10,10,6*6)=0; 

E(:,:,36)=0; 

arr(1,36) = 0; 

z=1; 

 
 

for i=1:1:6 

for j=1:1:6 

 

A(:,:,z)=I_r(((i-1)*10+1):10*i,((j-1)*10+1):10*j); 

z=z+1; 
end 

end 

 

for k=1:1:36 

W=uint8(A(:,:,k)); 

X=uint8(B(:,:,k)); 

 

for l=1:1:10 

for m=1:1:10 

X(l,m) = W(l,m)/255; 

end 

end 

for s=1:1:6 

for p=1:1:6 
B(:,:,k)=X; 

end 

end 

end 

 
 

for k1=1:1:36 

D=uint8(B(:,:,k1)); 

Sum = 0; 

for i1=1:1:10 
for j1=1:1:10 

Sum = Sum + D(i1,j1); 
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end 
end 

E(k1)=Sum; 

end 

 
 

for ij = 1:1:36 

arr(1,ij)=E(:,:,ij); 

end 

t=predict(Md1,arr); 

if t==1 

set(handles.Detection_Result,'string','Tumor Detected'); 

else 

set(handles.Detection_Result,'string','Tumor Not Detected'); 

end 

 

 

➢ Algorithm for collecting data from CT Tumor and ground truth images 

(Algorithm 5): 

 
 

Step1. START 

Step2. CT scan tumor image(T1) is taken as first input and it's corresponding ground 

truth(manually tumor cut area)(G1) is taken as second input. 
Step3. The skull in T1 is removed using algorithm (Algorithm 1). 

Step4. Iterative k-mean is applied on skull stripped T1.At first 6 clusters were formed and 

then from these 6 clustes 5 clusters were formed using K-mean. 

Step5. Super pixel clustering is applied to these 5 clustered images. Number of super pixel 

taken here is 64. 

Step6. For every super pixel repeat the following steps 

Step 6.1 If the superpixel is in foreground 

Step 6.1.1 Generate target vector 

Step 6.1.2 A window of 250x250 is generated keeping centroid of the superpixel 

at the center. 

Step 6.1.3 Hog feature extraction technique is applied on the data available on 

these 250x250 window. 

Step 6.1.4 4 statistical properties, 4 gray level co-relation matrix properties and 

20736 hog features are stored in matrix DATA1. 

Step 6.1.5 If the target vector of super pixel is 1 then using rotation from 45° to 

315° to generate augmented data for class balancing. 

Step7. In matrix DATA the normalized form of DATA1 is stored. 

Step8. Target vector is sorted in descending order. 

Step9. Normalization vector Div is created for further reference. 

Step10. In a matrix FV_S, DATA and target vectors are saved. 

Step11. In a matrix DIV Div is saved. 

Step12.STOP 
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➢ Code: 

 

 
DATA_S=[]; 

T_V_S=[]; 

 

save("F_V","DATA_S","T_V_S"); 

idx=0; 

 

folder = uigetdir(); %load directory 

Files = dir(fullfile(folder, '*.jpg')); % jpg type of file in the 'folder' 
numfiles = length(Files); 

 

folder1 = uigetdir(); %load directory 

Files1 = dir(fullfile(folder1, '*.jpg')); % jpg type of file in the 'folder' 

numfiles1 = length(Files1); 

load("F_V") 
[idx,unused]=size(DATA_S); 

% idx = 1; 

 
 

% Progress Bar .................................................. 

h = waitbar(0, 'Processing Data .. ', 'Name', 'Please Wait'); 

 

for kn = 1:numfiles 

 

path=[folder '\' Files(kn).name]; 
Img_in=imread(path); 

% Img_in=rgb2gray(Img_in); 

[unused,dim]=size(size(Img_in)); 

if dim>2 

Img_inG=rgb2gray(Img_in); 

else 

Img_inG = Img_in; 

end 

[row,col]=size(Img_inG); 

R=row/200; 

Img_inG=imresize(Img_inG,[uint8(row/R), uint8(col/R)]); 

[row,col]=size(Img_inG); 
%%%%%% ---- skull Stripping 

[Img_inG,Skull]=ctss(Img_inG); 

 

%%%%%% -- background masking 

mask=masking(Img_inG); 

 
 

%%%%%browse ground Truth 

path1=[folder1 '\' Files1(kn).name]; 

Img_gt=imread(path1); 
% path1=[folder1 '\' Files1(kn).name]; 

% Img_gt=imread(path1); 
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[unused,dim]=size(size(Img_gt)); 

if dim>2 

Img_gtG=rgb2gray(Img_gt); 

else 

Img_gtG = ImgImg_gt_in; 

end 

Img_gtG=imbinarize(Img_gtG); 
Img_gtG=imresize(Img_gtG,[row,col]); 

%%%%% ------ iterative kmean 

 

I=Img_inG; 

for k=6:-1:5 

I=imgaussfilt(I,round(k/2)); 

[I,L]=super(uint8(I),k); 

%figure,imshow(I); 

end 
 

n=64; 

[L,numLabels] = superpixels(I,n,'Method','slic'); 

Img_sup2=zeros(size(I)); 

[r,c]=size(Img_inG); 

for i=1:numLabels 

Temp_i=L==i; 

tot=sum(sum(Temp_i)); 

Img_i=Img_inG.*uint8(Temp_i); 

mn(i,1)=sum(sum(Img_i))/tot; 

bg_check(i,1)=sum(sum(mask.*Temp_i)); 

%%%%%%%%wheather SuperPixel is a background/ foreground 

if bg_check(i,1)>(tot/2) 

%Target vector generation 
idx=idx+1; 

target=sum(sum(Img_gtG.*Temp_i)); 

 

if target>tot/4 

T_V1(idx,1) = 1; 

 

else 

T_V1(idx,1) = 0; 

end 

 

%T_V1(idx,2) = bg_check(i,1); 

% creating 250x 250 window 

stats = regionprops(Temp_i, 'Centroid'); 

centroid = stats.Centroid; 
ws=125; 

if centroid(2)-ws<1 

nrb=1; 

 

else 

nrb=centroid(2)-ws; 
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end 

if centroid(2)+ws>r 

nre=r; 
else 

nre=centroid(2)+ws; 
end 

if centroid(1)-ws<1 
ncb=1; 

 

else 

ncb=centroid(1)-ws; 
end 

if centroid(1)+ws>c 

nce=c; 

else 

nce=centroid(1)+ws; 

end 

 

 

 

%  nrb=new row beginning 

nrb=floor(nrb); 

 

%  nre=new row ending 

nre=floor(nre); 

 

%  ncb=new column beginning 

ncb=floor(ncb); 

 

%  nrb=new column ending 
nce=floor(nce); 

 

% T_V1(idx,3:6)=[nrb, nre, ncb, nce]; 

hog_inp=Img_i(nrb:nre,ncb:nce); 

%figure,imshow(uint8(hog_inp)); 

Hog_data = hog_feature_vector(hog_inp); 

h_size = size(Hog_data); 

 
 

Img_inG_d=double(Img_inG); 

entropy=0; 

energy=0; 

contrast=0; 

homogeneity=0; 

count = 0; 

count2 = 0; 

 

for j=1:r 

for k=1:c 

if L(j,k)==i 

 

% if Img_in2(j,k)>0 
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% count2 = count2 + 1; 

% end 

 

count = count + 1; 

entropy=entropy+(Img_inG_d(j,k)*log2(double(Img_inG_d(j,k)))); 

energy=energy+(Img_inG_d(j,k)^2); 

contrast=contrast+((j-k)^2*Img_inG_d(j,k)); 

homogeneity=homogeneity+((1/(1+(j-k)^2))*Img_inG_d(j,k)); 

end 

end 

end 

DATA1(idx,6) = count; 

if isnan(entropy) 

entropy = 0; 

 

end 

DATA1(idx,1)=entropy/count; 

DATA1(idx,2)=energy/count; 

DATA1(idx,3)=contrast/count; 

DATA1(idx,4)=homogeneity/count; 

 

indices = find(L == i); % Find indices where L equals i 

count = numel(indices); % Count the number of pixels in the superpixel 

 

% Use linear indexing to extract pixel values 
pixelValues = Img_inG_d(indices); 

 

% Calculate mean and sum using vectorized operations 

meanValue = sum(pixelValues) / count; 
sumOfSquares = sum((pixelValues - meanValue).^2); 

 

% Calculate variance and standard deviation 

variance = sumOfSquares / count; 
std_dev = sqrt(variance); 

 

%mean 

DATA1(idx, 5) = meanValue; 

 
%variance 

DATA1(idx, 7) = variance; 

DATA1(idx, 8) = std_dev; 

DATA1(idx,9:h_size(1,2)+8)=Hog_data; 

if (T_V1(idx,1) == 1) 

for ang=45:45:315 

hog_ang=imrotate(hog_inp,ang,'nearest','crop'); 

Hog_data = hog_feature_vector(hog_ang); 

idx=idx+1; 
 

DATA1(idx,1)=entropy/count; 

DATA1(idx,2)=energy/count; 

DATA1(idx,3)=contrast/count; 
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DATA1(idx,4)=homogeneity/count; 

DATA1(idx, 5) = meanValue; 

%variance 

DATA1(idx, 7) = variance; 

DATA1(idx, 8) = std_dev; 

DATA1(idx,9:h_size(1,2)+8)=Hog_data; 

T_V1(idx,1) = 1; 

%figure,imshow(uint8(hog_ang)); 

end 

end 

end 

end 
 

% Progress Bar............................................................. 

pause(0.1); 

waitbar(kn/numfiles, h, sprintf('Processing Data ... %d%%', round(100*kn/numfiles))); 

 

end 

 

[Sort,index] = sortrows(T_V1,"descend"); 

%T_V=Sort(1:floor((2.5)*sum(Sort))); 
T_V_S=Sort; 

%DATA=DATA1(index(1:floor((2.5)*sum(Sort))),:); 

DATA_S=DATA1(index(:),:); 

DATA_S(:,1:8)=DATA_S(:,1:8)./max(DATA_S(:,1:8)); 

 

%For normalizing data in test 

Div=max(DATA1(:,1:8)); 

 

save("F_V_S","DATA_S","T_V_S","-v7.3"); 

save("DIV","Div"); 

 

 

 

➢ Algorithm for training for brain tumour segmentation (Algorithm 6). 

 

Step 1: START 

Step 2: Load FV_S.mat from Algorithm 5. 

Step 3: Randomly select 80% of data and train them using SVM model. 

Step 4: With remaining 20% of data SVM model is tasted. 

Step 5: Training and testing using SVM model gives us a confusion matrix C. 

Step 6: Accuracy is then calculated from this confusion matrix. 

Step 7: Save the data after training SVM_S model. 

save("MD_S","Md1"); 
Step 8: STOP 
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➢ Code: 

 

load('F_V_S.mat'); 

% load('DIV.mat'); 

X=DATA_S; 

y=T_V_S; 

 
rand_num = randperm(size(X,1)); 

X_train = X(rand_num(1:round(0.8*length(rand_num))),:); 

y_train = y(rand_num(1:round(0.8*length(rand_num))),:); 

 

X_test = X(rand_num(round(0.8*length(rand_num))+1:end),:); 

y_test = y(rand_num(round(0.8*length(rand_num))+1:end),:); 

 

c = cvpartition(y_train,'k',5); 

h = waitbar(1,'Please wait... SVM model is training'); 

Md1 = 

fitcsvm(X_train,y_train,'KernelFunction','rbf','OptimizeHyperparameters','auto',... 

'HyperparameterOptimizationOptions',struct('AcquisitionFunctionName',... 

'expected-improvement-plus','ShowPlots',false)); % Bayes' Optimization ??. 

 
 

%%% Final test with test set 

X_test_w_best_feature = X_test; 

test_accuracy_for_iter = sum((predict(Md1,X_test_w_best_feature) == 

y_test))/length(y_test)*100 
 

c=confusionmat(y_test,predict(Md1,X_test_w_best_feature)); 

 

% Close the waitbar 
close(h); 

msgbox('Training complete.', 'Done', 'modal'); % Create a message box with an "OK" 

button 

 

save("ACC_S","test_accuracy_for_iter"); 

save("MD_S","Md1"); 
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➢ Algorithm for Brain tumor segmentation (Algorithm 7). 

 
 

Step 1: START 

Step 2: Load MD.mat from Algorithm 6 and DIV.mat from Algorithm 5 

Step 3: Take an image as input. 
Step 4: Remove the skull from the image using algorithm (Algorithm1). 

Step 5: Repeat Step4 to Step6 of Algorithm 5 and get Arr(all 20744 properties) for 
the Input image. 

Step 6: Normalize the data 

Arr(:,1:8)=Arr(:,1:8)./Div; 

Step 7: Use predict function to predict the area of tumor. 

Step 8: Show the tumor. 

Step 9: STOP. 

 
 

➢ Code: 

 

load("MD_S.mat"); 

load("DIV.mat"); 

idx = 0; 

% [Img,path]=uigetfile('*.jpg'); 

% Img_in=imread(strcat(path,Img)); 

global Img_brain 

Img_in=Img_brain; 

 

[unused,dim]=size(size(Img_in)); 

if dim>2 

Img_inG=rgb2gray(Img_in); 

else 

Img_inG = Img_brain; 

end 

[row,col]=size(Img_inG); 

R=row/200; 

Img_inG=imresize(Img_inG,[uint8(row/R), uint8(col/R)]); 

[row,col]=size(Img_inG); 
%%%%%% ---- skull Stripping 

% [Img_inG,Skull]=ctss(Img_inG); 

 
%%%%%% -- background masking 

mask=masking(Img_inG); 

 

I=Img_inG; 

for k=6:-1:5 

I=imgaussfilt(I,round(k/2)); 

[I,L]=super(uint8(I),k); 

%figure,imshow(I); 

end 
 

n=64; 
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[L,numLabels] = superpixels(I,n,'Method','slic'); 
Img_sup2=zeros(size(I)); 

[r,c]=size(Img_inG); 

for i=1:numLabels 

Temp_i=L==i; 

tot=sum(sum(Temp_i)); 

Img_i=Img_inG.*uint8(Temp_i); 

mn(i,1)=sum(sum(Img_i))/tot; 

bg_check(i,1)=sum(sum(mask.*Temp_i)); 

 

%%%%%%%%%%%%%%%%%%%%%%%%%%% 

 
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 

%%%%%%%%wheather SuperPixel is a background/ foreground 

if bg_check(i,1)>(tot/2) 

 

idx=idx+1; 

sn(idx,1) = i; 

stats = regionprops(Temp_i, 'Centroid'); 

centroid = stats.Centroid; 
ws=125; 

if centroid(2)-ws<1 

nrb=1; 

 

else 

nrb=centroid(2)-ws; 

end 

if centroid(2)+ws>r 

nre=r; 
else 

nre=centroid(2)+ws; 
end 

if centroid(1)-ws<1 

ncb=1; 

 

else 

ncb=centroid(1)-ws; 

end 

if centroid(1)+ws>c 
nce=c; 

else 

nce=centroid(1)+ws; 

end 

nrb=floor(nrb); 

nre=floor(nre); 

ncb=floor(ncb); 

nce=floor(nce); 

 

hog_inp=Img_i(nrb:nre,ncb:nce); 

% hog_inp=uint8(Temp_i).*Img_i; 
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Hog_data = hog_feature_vector(hog_inp); 
h_size = size(Hog_data); 

 

 

[r,c]=size(Img_inG); 

Img_inG_d=double(Img_inG); 

entropy=0; 

energy=0; 

contrast=0; 

homogeneity=0; 

count = 0; 

count2 = 0; 

 

for j=1:r 

for k=1:c 

if L(j,k)==i 

 

% if Img_in2(j,k)>0 

% count2 = count2 + 1; 

% end 

 

count = count + 1; 

entropy=entropy+(Img_inG_d(j,k)*log2(double(Img_inG_d(j,k)))); 

energy=energy+(Img_inG_d(j,k)^2); 

contrast=contrast+((j-k)^2*Img_inG_d(j,k)); 

homogeneity=homogeneity+((1/(1+(j-k)^2))*Img_inG_d(j,k)); 

end 

end 
end 

Arr(idx,6) = count; 

if isnan(entropy) 

entropy = 0; 

 

end 

Arr(idx,1)=entropy/count; 

Arr(idx,2)=energy/count; 

Arr(idx,3)=contrast/count; 

Arr(idx,4)=homogeneity/count; 

 
indices = find(L == i); % Find indices where L equals i 

count = numel(indices); % Count the number of pixels in the superpixel 

 

% Use linear indexing to extract pixel values 

pixelValues = Img_inG_d(indices); 

 

% Calculate mean and sum using vectorized operations 

meanValue = sum(pixelValues) / count; 

sumOfSquares = sum((pixelValues - meanValue).^2); 

 

% Calculate variance and standard deviation 
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variance = sumOfSquares / count; 
std_dev = sqrt(variance); 

 

%mean 

Arr(idx, 5) = meanValue; 

 
%variance 

Arr(idx, 7) = variance; 

Arr(idx, 8) = std_dev; 
Arr(idx,9:h_size(1,2)+8)=Hog_data; 

 

end 

end 
%%%%%%%%%%%%%% 

for i=1:r 

for j=1:c 

I_c(i,j)=mn(L(i,j),1); 
end 

end 

%%%%%%%%%%%%%%% 

Arr(:,1:8)=Arr(:,1:8)./Div; 
% if size(Arr,2)<dl 

% 

% end 

I_out = zeros(r,c); 

 

t = predict(Md1,Arr); 
tsize = size(t); 

 

for i = 1:tsize(1) 

Temp_i2 = L==sn(i); 

 

%  t = predict(Md1,DATA); 
if t(i) == 1 

I_out = I_out + Temp_i2; 

end 

 

end 

 

% imshow((I_out)); 

 

axes(handles.axes3); 

imshow(I_out); 

 

axes(handles.axes4); 
imshow(uint8(I_c)); 
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1.3 Modifications and Improvements: 

In the time of development of the system, there are some kinds of difficulties have been 

faced. Like convex hull is used for skull stripping, but the problem was the noisy output 

image. So, intensity Slicing is used instead of convex hull. Pattern recognition is used instead 

of hard threshold. But, by fixing this type of issues the system has been developed finally. 
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5. RESULTS AND DISCUSSION 

 
 

5.1 Test Reports: 

The system generates skull stripped CT scan images and then perform tumor detection 

and segmentation. The trained model almost has 98.5075% accuracy for brain tumor 

detection and 96.72% accuracy for brain tumor segmentation. The train dataset for 

tumor detection contains 325 images. These 325 images comprise of 210 non-tumor 

and 115 tumor images. The train dataset for tumor detection contains 31 tumor images 

and 31 ground truth (manually cut brain tumor area) images. Both the models are 

trained by SVM model. 

 

Confusion Matrix: 

A confusion matrix is a matrix that summarizes the performance of a machine learning 

model on a set of test data. It is often used to measure the performance of classification 

models, which aim to predict a categorical label for each input instance. The matrix 

displays the number of true positives (TP), true negatives (TN), false positives (FP), 

and false negatives (FN) produced by the model on the test data. 

 

 
Figure. 10: Confusion Matrix 

 

 
Some metrics are calculated from confusion matrix: 

Accuracy: Accuracy is used to measure the performance of the model. It is the ratio of 

Total correct instances to the total instances. 

Accuracy = (TP+TN)/ (TP+TN+FP+FN) 

Precision: Precision is a measure of how accurate a model’s positive predictions are. 

It is defined as the ratio of true positive predictions to the total number of positive 

predictions made by the model. 
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Precision = TP/ (TP+FP) 

Recall: Recall measures the effectiveness of a classification model in identifying all 

relevant instances from a dataset. It is the ratio of the number of true positive (TP) 

instances to the sum of true positive and false negative (FN) instances. 

Recall = TP/(TP+FN) 

Obtained Confusion matrix for brain tumor detection: 

TP: Image data is given as tumor and is predicted as tumor. 

TN: Image data is given as non tumor and is predicted as non tumor. 

FP: Image data is given as tumor and is predicted as non tumor. 

FN: Image data is given as non tumor and is predicted as tumor. 
 

 
 

 Positive (1) Negative (0) 

Positive (1) TP = 41 FP = 1 

Negative (0) FN = 0 TN = 25 

Table no.1 

 

 
Accuracy = (TP+TN)/ (TP+TN+FP+FN) 

= (41+25)/ (41+25+1+0) 

=0.9850746 

 

 
Precision = TP/(TP+FP) 

= 41/ (41+1) 

=0.97619 

 

 
Recall = TP/(TP+FN) 

= 41/ (41+0) 

= 1 
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Obtained Confusion matrix for brain tumor segmentation: 

TP: Superpixel is given as tumor and is predicted as tumor. 

TN: Superpixel is given as non tumor and is predicted as non tumor. 

FP: Superpixel is given as tumor and is predicted as non tumor. 

FN: Superpixel is given as non tumor and is predicted as tumor. 
 

 
 

 Positive (1) Negative (0) 

Positive (1) TP = 99 FP = 5 

Negative (0) FN = 3 TN = 137 

Table no. 2 

Accuracy = (TP+TN)/(TP+TN+FP+FN) 

= (99+137)/ (99+137+5+3) 

=0.9672 

 

 
Precision = TP/(TP+FP) 

= 99/ (99+5) 

=0.9519 

 

 
Recall = TP/(TP+FN) 

= 99/ (99+3) 

= 0.9705 

 

 

 

5.2 User Documentation: 

5.2.1 About System: 

The project can be divided into three segments. First segment deals with skull 

stripping; second segment deals with brain tumor detection; and the third 

segment deals with segmentation.This System stripped skull from the CT scan 

images. If tumor is detected, then tumor segmented area is given as output 

otherwise Tumor not detected is given as output. Here Support Vector Machine 

(SVM) is used to train data and predict the presence of tumor. 
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5.2.2 How to use: 

Prerequisite: 

Hardware components: 

• Minimum System Requirements: 

Processor: Any Intel or AMD x86-64 processor 

RAM: 4 GB 

Disk Space: 2.5 GB, 4-6 GB for typical installation 

Operating System: Windows, macOS, or Linux 

 

• Recommended System Requirements: 

Processor: Any multicore processor with a speed of 3.0 GHz or higher 

RAM: 8 GB or more 

Disk Space: SSD with at least 20 GB of free space for optimal performance 

Graphics: No specific requirements for most MATLAB programs, but a 

dedicated GPU may be beneficial for some applications (e.g., Deep Learning) 

 
Software: MATLAB (version above 2019). 

 

 

 
 

5.2.3 Features: 
After running MATLAB code ‘GUI_DESIGN’, the following GUI will appear: 

 

 
Figure. 11: GUI 
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BROWSE INPUT: For browsing and select CT scan images 

 

 

Figure. 12: BROWSE INPUT 

 

 

 

 

 

 
REMOVE SKULL: ‘REMOVE SKULL’ will remove skull from the input image. The skull 

stripped image will be shown in a dummy box in the figure. 13 

 

 
Figure.13: REMOVE SKULL 
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DETECT TUMOR: This feature shows the tumor is present or not. The result will 

be shown in Detection Result as given in the figure. 14 

 

 
Figure.14: DETECT TUMOR 

 

 

 

 

 
 

SEGMENT TUMOR: This button shall be clicked only if tumor is present. On 

clicking this button, the tumor affected will be shown as given in the figure. 15 

 

 
Figure.15: SEGMENT TUMOR 
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RESET: This button will set all the parameters BROWSE INPUT, REMOVE 

SKULL, DETECT TUMOR, SEGMENT TUMOR to null. The figure. 16 given 

bellow gives a clear view 

 

 
Figure.16: RESET 

 

 

 

 
 

TRAIN FOR DETECTION: On clicking this button the following GUI in the figure 

will appear: 

 

 

Figure. 17: TRAIN FOR DETECTION 
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NORMAL FOLDER: Used to select folder containing normal brain CT scan images. 

TUMOR FOLDER: Used to select folder containing tumor brain CT scan images. 

TRAIN DATA SET: Uses SVM for training. 

 
TEST TUMOR: On clicking this button GUI will be redirected to figure no 10. 

 
 
 

TRAIN FOR SEGMENTATION: 

 

 
Figure. 18: TRAIN FOR SEGMENTATION 

 

 
INPUT DATASET: Used to select folder containing brain tumor CT scan images 

and select folder containing brain tumor images these images are manually cut. 

 

 
TRAIN DATA SET: Uses SVM for training. 

 

 
SEGMENT TUMOR: On clicking this button we will be redirected to figure no 11. 
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Some Input and Outputs: 
 
 

 
Input Image 

Skull 

Stripped 

Image 

Tumor Detection Tumor Segmentation  
Remarks 

Ground 

Truth 
Prediction Ground Truth Result 

1. 

 

 
 

 

 

 
TUMOR 

IS 

PRESENT 

 

 
TUMOR 

IS 

PRESENT 

 
 

 

 
 

 

 

 

ALMOST 

SAME 

2. 

 

 
 

 

 

 
TUMOR 

IS 

PRESENT 

 

 
TUMOR 

IS 

PRESENT 

 

 

 
 

 

 

 

 
OVERSIZED 

3. 

 

 
 

 

 

 
TUMOR 

IS NOT 

PRESENT 

 

 
TUMOR IS 

NOT 

PRESENT 

 

 

 
------- 

 

 

 
------- 

 

 

 
------- 

4. 

 

 
 

 

 

 
TUMOR 

IS NOT 

PRESENT 

 

 
TUMOR IS 

NOT 

PRESENT 

 

 

 
------- 

 

 

 
------- 

 

 

 
------- 
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6. CONCLUSIONS 

 

6.1 Conclusion: 

The current project work is dedicated to the design and development of a tumor detection and 

segmentation system which is based on SVM (Support Vector Machine), Hog (Histogram of 

Gradient), Super pixel, Iterative K-mean and Otsu thresholding.The SVM Machine Learning 

tool is used to train the machine to identify the tumor and differentiate it from non tumor images 

obtained from Skull Stripped CT scanned images of the brain.Super pixel is used in tumor 

segmentation to group the image into clusters, Hog to extract the characteristics of each cluster, 

and SVM to train the computer to recognize the tumor segmented region. 

In other words, the system takes CT scanned images of brain as input then remove the skull 

after that it looks for tumor. If the tumor is present the system displays ‘TUMOR DETECTED’ 

else, it displays ‘TUMOR NOT DETECTED’. After tumor detected the system also segment 

tumor and displays the segmented area. The accuracy for tumor detection is 98.5075% and for 

tumor segmentation is 96.72%. Among all the tumor detection models, this model is easy to 

implement and fast when used by the radiologists will play a decisive role in medical diagnosis. 

 

 

6.2 Limitations of the System: 

As every approach has its very own pros and cons, the developed system has a few limitations: 

i. The system cannot perform skull stripping perfectly if the assumed brain pixel 

volume is less than the skull pixel volume. 

ii. Super pixel image is processed for segmentation that means the originality of the 

image is not preserved. 

 

 

6.3 Future work and Scope: 

➢ Future Work: 

This proposed model improves the accuracy and speed of diagnosis, as well as to assists 

healthcare professionals in making more informed decisions about treatment options 

for patients.It gives great accuracy for tumor detection and segmentation. Therefore, 

this idea could be employed in a diagnosis center with further refinement. 

Further research can be done on brain tumor segmentation to perform tumor 

segmentation by preserving the originality of the image. 

➢ Scope: 

The scope of brain tumor detection systems in the medical field is vast and holds great 

potential for improving patient outcomes. Using advance imaging technology this 

system achieved a great accuracy. These systems can assist radiologists and 
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neurologists in identifying even subtle abnormalities that might be challenging to detect 

with the naked eye. 

 

 
• Hospitals and Diagnostic Centre: This developed system can aid radiologists in 

their interpretation and provide a second opinion, thereby improving the overall 

accuracy of diagnoses. 
 

• Research and Development: This Machine Learning based system can contribute to 

ongoing research and development in the field of medical diagnosis. Large datasets 

generated by brain tumor detection, can be used to study tumor patterns, treatment 

responses, and potential biomarkers for improved therapeutic approaches. 
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A REPORT ON 

DISSERTATION/PROJECT WORK DONE BY 6TH SEMESTER ECONOMICS HONOURS STUDENTS 

IN 2022-23 

The Dissertation/Project work is included in the Discipline Specific Elective Course [DSE 708 

(DSE-4)] of the 6th semester for B.A./B.Sc. Honours Programme Course in Economics under 

Choice Based Credit System (CBCS) which was introduced in the academic year 2018-2019. In 

this project work, students can acquire knowledge from practical field. 

In the academic year 2022-23, five (5) Honours students of the 6th semester of the Department of 

Economics prepared and submitted the project work on different topics under the guidance of Dr. 

Tapan Kumar Ghosh, Associate Professor , Department of Economics, Ananda Chandra College. 

The projects were examined by an External Examiner appointed by the University of North 

Bengal in the viva-voce of the students. The students had to present their work with a PPT in the 

viva voce. The names of the students who completed the project work at the Department of 

Economics, Ananda Chandra College during January, 2023 to May, 2023 are given below. 

 

B.A./B.Sc. Honours Programme (Semester-VI) 
Sl. 
No. 

Name of the 

Students 

Registration 

Number 

Title of the Dissertation/Project Supervisor 

1 Somraggy Dutta 0192005030267 Population Growth and Economic 
Development in India 

Dr. Tapan Kumar 
Ghosh 

2 Debottirna Ghosh 0192005030268 Socio-Economic Conditions of Tea 
Garden Workers in North Bengal 

Dr. Tapan Kumar 
Ghosh 

3 Bhagyasree Roy 0192005030269 Impact of Covid-19 on Education in 
India 

Dr. Tapan Kumar 
Ghosh 

4 Pavel Roy 0192005030272 Covid-19 Impact on Indian Economy Dr. Tapan Kumar 
Ghosh 

5 Debabrata Tantra 0192005030273 Rural Development in India Dr. Tapan Kumar 
Ghosh 
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ANANDA CHANDRA COLLEGE, JALPAIGURI 

DEPARTMENT OF EDUCATION 

 
During the academic session 2022-23, the students of 6th Semester Education Honours 

completed their project work under guidance of the teachers in the Department of Education. 

The 6th Semester Honours students prepared and completed the project based on their CBCS 

curriculum. The aims and objectives of this course is: 

• To enable students have clarity about the philosophy behind the project. 

• Students will be able to document, calculate, analyze and interpret data. 

• Learners will be able to write and report in standard academic formats. 

• Students deduce findings from different studies 
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Department of education 

Ananda Chandra College, 

6th Semester, Education Honours 

Project report on the academic session of 2022-23 
 

 

SL 
No. 

Name of the 
Student 

Registration 
Number 

Project Title Objectives of the Study Front Page of the Project 

1 SHOURAB DUTTA 0192005010547 A VISIT ON AKSHAYA KUMAR MAITREYA 

HERITAGE MUSEUM IN NORTH BENGAL 

UNIVERSITY 

To know about the preserved 

artefacts of the AKMHM 

museum in NBU 

 

 

2. SHREYOSI 

MOHONTA 

0192005010546 A CASE STUDY ON EDUCATIONAL 

AWARENESS OF SOME SELECTED SELF HELP 

GROUP IN MAYNAGURI BLOCK 

To know the educational 

awareness of Self Help Group in 

Maynaguri Block 
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3. MANISHA BARMAN 0192005010545 A STUDY ON NUTRITION LEVEL OF ICDS 

CENTRE AT BAHADUR GRAM PANCHAYAT 

IN JALPAIGURI SADAR BLOCK 

To identify the nutrition level of 

ICDS Centre in Jalpaiguri Sadar 

Block 

 

 

4. RATAN KUMAR ROY 0192005010533 A STUDY ON EDUCATIONAL ACHIVEMENT 

ON MECH COMMUNITY 

To identify the information on 

the education of the Mech 

Communiity 

 

 

5. ASRATUN KHATUN 0192005010543 A STUDY ON NUTRITION AND SANITATION 

FACILITY OF HIGH MADRASHA IN RAJGANG 

BLOCK OF JALPAIGURI DISTRICT 

To identify the hygiene 

condition and nutrition level of 

Madrasa schools IN Jalpaiguri 

District 
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6. DIPIKA BARMAN 0192005010542 EFFECT OF HOUSEHOLD CONDITION ON 

STUDENT’S ACADEMIC PERORMANCE OF 

SECONDARY LEVEL IN JALPAIGURI SADAR 

BLOCK 

To checking the academic 

performance based on 

household condition 

 

 

7. SANJANA TIRKEY 0192005010541 A STUDY ON EDUCATIONAL SITUATION OF 

WOMEN’S TEA WORKERS IN 

DEBGUARJHAR TEA GARDEN 

To know about the educational 

situation of women tea garden 

workers 

 

 

8. ARUN TOPPO 0192005010538 A STUDY ON EDUCATIONAL ACHIEVEMENT 

OF TOTO COMMUNITY 

To identify the information on 

the education of the Toto 

Communiity 
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9. JOYDEEP SEN 0192005010533 A PROJECT ON SOCIO ECONOMIC AND 

EDUCATION CONDITION OF DENGUAJHAR 

TEA GARDEN IN JALPAIGURI BLOCK 

To know about Socio-economic 

condition of Denguajhar Tea 

Garden in Jalpaiguri block 

 

To know about Educational 

status of Denguajhar Tea 

Garden in Jalpaiguri block 

 

 

10. POULAMI 

CHAKRABORTY 

0192005010552 A COMPARATIVE STUDY BETWEEN RURAL 

AND URBAN KINDERGARTEN CURRICULUM 

SYSTEM AND TEACHING METHOD OF 

JALPAIGURI SADAR BLOCK 

To review the teaching methods 

and curriculum in kindergarten 

schools in rural and urban area 

in Jalpaiguri District 

 

 

11. AJOY SIKDAR 0192005010554 A PROJECT REPORT SUBMITTED TO AN 

EDUCATIONAL TOUR ON JALPAIGURI 

RAJBARI 

To identify the various 

information about Rajbari 

belonging to Jalpaiguri town 
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12. GOURAB SARKAR 0192005010555 A STUDY ON EDUCATIONAL AWARENESS 

OF PATKATA GRAM PANCHAYAT IN 

JALPAIGURI DISTRICT 

To know the educational 

awareness of Patkata Gram 

Panchayet in Jalpaiguri District 

 

 

13. NISHIKANTA DAS 0192005010537 A PROJECT REPORT SUBMITTED TO CAUSES 

OF DROPOUT IN JUNIOR HIGH SCHOOL 

Determination of the causes of 

dropout of Junior High School in 

Mainaguri Block 

 

 

14. JUHITA ROY 0192005010522 A STUDY ON SANITATION LEVEL OF 

RAJBANSHI COMMUNITY IN 

BARASOULMARI GRAM PANCHAYAT OF 

MATHABHANGA BLOCK(2) 

To know the information 

regarding Saniitation conditions 

of Rajbanshi Community in 

Mathabhanga Block. 
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15. SOHANA PARVIN 0192005010524 A COMPARATIVE STUDY BETWWEN RURAL 

& URBAN KINDERGARTEN CURRICULUM 

SYSTEM & TEACHING METHOD OF 

MAYNAGURI BLOCK 

To review the teaching methods 

and curriculum in kindergarten 

schools in rural and urban area 

of Maynaguri Block 

 

 

16. SUPRIYA DUTTA 0192005010535 A PROJECT REPORT A STUDY ON EFFECTS 

OF HOUSEHOLD CONDITION ON 

STUDENT’S ACADEMIC PERFORMANCE IN 

KHARIA GRAM PANCHAYAT OF JALPAIGURI 

SADAR BLOCK 

To determine the influence of 

the household condition on 

student's academic 

performance 

 

 

17. MEHERAF 

RAHAMAN 

0192005010534 A STUDY ON IMPACT OF EDUCATION ON 

DECREASING CHILD LABOUR OF BAHADUR 

GRAM PANCHAYAT IN JALPAIGURI 

DISTRICT 

To determine the causes of 

child labour 
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18. ANANYA ROY 0192005010533 A STUDY ON HEALTH AND HYGIENE 

CONDITION OD I.C.D.S CENTRE AT AMGURI 

G.P IN MAYNAGURI BLOCK 

1. To determine the health 

awareness of ICDS Centres. 

2. To know the information 

regarding hygiene conditions of 

ICDS Centres. 

 

 

19. REKSANA SARKAR 0192005010532 A PROJECT REPORT SUBMITTED TO AN 

EDUCATIONAL TOUR ON COOCHBEHAR 

RAJBAROI IN COOCHBEHAR DISTRICT 

To review the history of Cooch 

Behar Rajbari 
 

 

20. PREETY ROY 0192005010531 A PROJECT REPORT SUMITTED TO AN 

EDUCATIONAL TOUR ON AKSHAY KUMAR 

MAITREYA HERITAGE MUSEUM IN NORTH 

BENGAL UNIVERSITY 

To know about the preserved 

artefacts of the university 

museum 
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21. AMIT ROY 0192005010529 A STUDY ON NUTRITION LEVEL OF 

RAJBANSHI COMMUNITY IN BAHADUR 

GRAM PANCHAYAT OF JALPAIGURI SADAR 

BLOCK 

To know the information 

regarding Nutrition conditions 

of Rajbanshi Community in 

Jalpaiguri Sadar Block. 

 

 

22. RAHUL ROY 0192005010526 A STUDY ON EDUCATIONAL ACHIVEMENT 

ON RABHA COMMUNITY 

To identify the information on 

the education of the Rabha 

Communiity 

 

 

23. RUMI HORE 0192005010525 A STUDY ON SANITATION LEVEL OF I.C.D.S 

CENTRE AT BAHADUR G.P IN JALPAIGURI 

SADAR BLOCK 

To determine the sanitation 

condition of ICDS Centre in 

Bahadur GP in Jalpaiguri District 
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24. SANDIP SANKAR 

ROY 

0192005010548 A PROJECT REPORT SUMITTED TO AN 

EDUCATIONAL TOUR ON BUXA FORT IN 

ALIPURDUAR DISTRICT 

To review the history of Buxa 

Fort in Alipurduar District 
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Environmental Studies 

Paper code ENVS 

Type AECC1 

 
Aims and Objective of the Project work: 

 

The project work aims 

 
1) To create awareness among the students about the burning environmental 

issues such as major sources of air pollution in the towns/cities in North 

Bengal region, causes of deforestation and landslides in the hilly regions. 

If a student understands the causes and consequences of air pollution, they 

may be motivated to adopt eco-friendly habits such as reducing energy 

consumption, using public transport, planting of trees etc which will be 

beneficial to our future world. They can also become ambassadors for 

spreading environmental awareness in their communities. 

 
2) To record the insects which are associated with any common crop or trees 

of the college area and also to develop an idea of their habitat. Through this 

data collection, students will learn about the local ecology which in turn 

can contribute to their future research efforts. Moreover this record will 

also help to understand the diversity of insects and their habitats. They can 

also identify the species that may need protection. A knowledge of their 

habitat requirements also helps to maintain ecological balance by ensuring 

that their needs are met within the environment. 

 
3) Preparation of a list of economic plants will contribute to environmental 

sustainability of the college campus. Economic plants also helps to 

improve air quality, reduce soil erosion, promote biodiversity etc. 
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